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Abstract This paper introduces an efficient approach to
protect the ownership by hiding the iris data into a digital
image for authentication purposes. The idea is to secretly
embed an iris code data into the content of the image, which
identifies the owner. Algorithms based on Biologically
inspired Spiking Neural Networks, called Pulse Coupled
Neural Network (PCNN) are first applied to increase the
contrast of the human iris image and adjust the intensity
with the median filter. It is followed by the PCNN segmen-
tation algorithm to determine the boundaries of the human
iris image by locating the pupillary boundary and limbus
boundary of the human iris for further processing. A texture
segmentation algorithm for isolating the iris from the human
eye in a more accurate and efficient manner is presented.
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A quad tree wavelet transform is first constructed to extract
the texture feature. Then, the Fuzzy c-Means (FCM) algo-
rithm is applied to the quad tree in the coarse-to-fine manner
by locating the pupillary boundary (inner) and outer (lim-
bus) boundary for further processing. Then, iris codes (water-
mark) are extracted that characterizes the underlying texture
of the human iris by using wavelet theory. Then, embed-
ding and extracting watermarking methods based on Discrete
Wavelet Transform (DWT) to insert and extract the gener-
ated iris code are presented. The final process deals with the
authentication process. In the authentication process, Ham-
ming distance metric that measure the variation between the
recorded iris code and the corresponding extracted one from
the watermarked image (Stego image) to test weather the
Stego image has been modified or not is presented. Simu-
lation results show the effectiveness and efficiency of the
proposed approach.

1 Introduction

The rapid expansion of the Internet and the overall devel-
opment of digital multimedia content and nonlinear media
distribution requires new enabling technologies, beyond tra-
ditional approaches such as password-based encryption that
are used for safe custody of private keys do not provide
adequate security due to very low entropy in user chosen
passwords (Jain and Uludag 2003; Wong 1998; Wong and
Memon 2001). Biometric-based personal identification tech-
niques that use physiological or behavioral characteristics
are becoming increasingly popular compared to traditional
token-based or knowledge based techniques such as identi-
fication cards (ID), passwords, etc. One of the main reasons
for this popularity is the ability of the biometrics technol-
ogy to differentiate between an authorized person and an
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impostor who fraudulently acquires the access privilege of
an authorized person (Jain and Uludag 2003; Sekhar et al.
2002).

Data and information hiding technology (Neil et al. 2000)
is a commonly used technique that embeds additional mes-
sages into the host signals by modifying their original con-
tent. These messages can serve as authentication codes,
annotation, or secret data depending on the purpose of the
application itself. For instance, if it is a case of copyright
protection, a robust digital watermarking method would be
a good choice; in case it is the security of secret commu-
nication that the users are seeking, then image steganogra-
phy (information hiding) should be taken into consideration
(Leea et al. 2008; Celik et al. 2002, 2006; Zhang and Wang
2005). The basic idea in digital watermarking is to embed a
watermark signal into the host data for the purpose of copy-
right protection, access control, broadcast monitoring, fin-
gerprinting, broadcast monitoring, image authentication, etc.
(Chang et al. 2002). A watermark can be a tag, label, digital
signal or biometric human print such as iris, signature, etc.
A host may be multimedia object such as an image, audio or
video.

Digital watermarking allows the user to add a layer of
protection to the images by identifying copyright owner-
ship and delivering a tracking capability that monitors and
reports where the user’s images are being used. Copyright
protection of owner is becoming more elusive as computer
networks such as the global Internet are increasingly used
to deliver electronic documents. Document distribution by
network offers the promise of reaching vast numbers of recip-
ients. It also allows information to be tailored and preproce-
ssed to meet the needs of each recipient. However, these same
distribution networks represent an enormous business threat
to information providers—the unauthorized redistribution of
copyrighted materials (Brassil et al. 1999; Nikolaidis and
Pitas 1996; Petitcolas 2000). Adding a unique marking to a
document can serve many purposes.

This paper introduces an efficient approach to protect the
ownership by hiding an iris data into digital image for an
authentication purpose. The idea is to secretly embed an
iris code data into the content of the image, which identifies
the owner. Algorithms based on Biologically inspired Spik-
ing Neural Networks, called Pulse Coupled Neural Network
(PCNN) are first applied to increase the contrast of the human
iris image and adjust the intensity with the median filter. It
is followed by the PCNN segmentation algorithm to deter-
mine the boundaries of the human iris image by locating the
pupillary boundary and limbus boundary of the human iris
for further processing. A texture segmentation algorithm for
isolating the iris from the human eye in a more accurate and
efficient manner is presented. A quad tree wavelet transform
is first constructed to extract the texture feature. Then, the
Fuzzy c-Means (FCM) algorithm is applied to the quad tree in

the coarse-to-fine manner by locating the pupillary boundary
(inner) and outer (limbus) boundary for further processing.
Then, iris codes (watermark) are extracted that characterizes
the underlying texture of the human iris by using wavelet the-
ory. Then, embedding and extracting watermarking methods
based on Discrete Wavelet Transform (DWT) to insert and
extract the generated iris code are presented. Finally, the last
process deals with the authentication process. In the authen-
tication process, Hamming distance metric that measure the
variation between the recorded iris code and the correspond-
ing extracted one from the watermarked image (Stego image)
to test weather the Stego image has been modified or not is
presented.

Rest of the paper is organized as follows. Section 2 gives
a brief introduction to digital watermarking, wavelet theory,
and Biologically inspired spiking neural network used the
proposed approach. Section 3 discusses the proposed water-
marking system in detail, including the authentication
approach. Experimental results are discussed in Sect. 4. The
paper is concluded in Sect. 5.

2 Related research and preliminary background

2.1 Digital watermarking

Digital watermarking or simply watermarking, which is
defined as embedding information such as origin, destina-
tion, access level, etc., of multimedia data (e.g., image, video,
audio, etc.) in the host data, has been a very active research
area in recent years (Jain and Uludag 2003; Cox et al. 2001,
1997; Cox and Miller 2002; Wolfgang and Delp 1996). It is
descendent of a technique known as steganography, which
has been in existence for at least a few hundred years (Hsu
and Wu 1999; Podilchuk and Delp 2001; Hassanien 2005;
Hassanien and Jafar 2003). Steganography is a technique
where a secret message is hidden within another unrelated
message and then communicated to the other party. Some
of the techniques of steganography like use of invisible ink,
word spacing patterns in printed documents, coding mes-
sages in music compositions, etc., have been used by mili-
tary intelligence since the times of ancient Greek civilization
(Hsu and Wu 1999).

Watermarking can be considered as a special technique of
steganography where one message is embedded in another
and the two messages are related to each other in some way.
The most common examples of watermarking are the pres-
ence of specific patterns in currency notes, which are vis-
ible only when the note is held to light and logos in the
background of printed text documents. The watermarking
techniques prevent forgery and unauthorized replication of
physical objects. Digital watermarking is similar to water-
marking physical objects except that the watermarking tech-
nique is used for digital content instead of physical objects.
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In digital watermarking a low-energy signal is imperceptibly
embedded in another signal. The low-energy signal is called
watermark and it depicts some metadata, like security or
rights information about the main signal. The main signal
in which the watermark is embedded is referred to as cover
signal since it covers the watermark. The cover signal is gen-
erally a still image, audio clip, video sequence or a text doc-
ument in digital format.

The purpose of watermarks is twofold:

• They can be used to determine ownership;
• They can be used to detect tampering.

There are two necessary features that all watermarks must
possess. First, all watermarks should be detectable. In order
to determine ownership, it is imperative that one be able to
recover the watermark. The steganographic system uses the
shared secret to determine how the hidden message should
be encoded in the redundant bits. Modern steganography
attempts to be detectable only if secret information is known-
namely, a secret key (Fabien et al. 1995). This is similar to
Kerckhoffs’ Principle in cryptography, which holds that a
cryptographic system’s security should rely solely on the key
material (Provos and Honeyman 2003; Kerckhoffs 1883). For
steganography to remain undetected, the unmodified cover
medium must be kept secret, because if it is exposed, a
comparison between the cover and stego media immediately
reveals the changes.

The baseline structure of digital watermarking is given in
Fig. 1. The digital watermarking system essentially consists
of a watermark encoder and a watermark decoder. The water-
mark encoder inserts a watermark onto the host signal and the
watermark decoder detects the presence of watermark signal.
Note that an entity called watermark key (shared secret key)
is used during the process of embedding and detecting water-
marks. The watermark key has a one-to-one correspondence
with watermark signal and it is private and known to only
authorized parties and it ensures that only authorized parties
can detect the watermark. Further, note that the communica-
tion channel can be noisy and hostile and hence the digital
watermarking techniques should be resilient to both noise
and security attacks. A comprehensive discussion on infor-
mation hiding and watermarking can be found in Fabien et al.
(1995), Zhang and Wang (2005), Hartung and Kutter (1999),
Lee and Jung (2001), and Potdar et al. (2005).

2.2 Wavelet transform

The fundamental idea behind wavelets is to analyze the sig-
nal at different scales or resolutions, which is called multi-
resolution (Shen 2003; Yang et al. 2007; Stephane 1989).
Wavelets are a class of functions used to localize a given sig-
nal in both space and scaling domains. A family of wavelets
can be constructed from a mother wavelet. Compared to
Windowed Fourier analysis, a mother wavelet is stretched
or compressed to change the size of the window. In this

Fig. 1 The baseline structure
of digital watermarking
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way, big wavelets give an approximate image of the signal,
while smaller and smaller wavelets zoom in on details. There-
fore, wavelets automatically adapt to both the high-frequency
and the low-frequency components of a signal by different
sizes of windows. Any small change in the wavelet repre-
sentation produces a correspondingly small change in the
original signal, which means local mistakes will not influ-
ence the entire transform. The wavelet transform is suited
for nonstationary signals, such as very brief signals and sig-
nals with interesting components at different scales (Hubbard
1995). Wavelets mean small waves that segments data into
different frequency components and transfer each compo-
nent with different resolution that is matched to its scale.
The main idea of wavelet analysis is to see both coarse
and detail data without heavy computational penalty. The
goal of most modern wavelet researches is to create a set
of basis functions and transform them in order to give an
information.

The wavelet transform (W T ) decomposes a signal f (t)
by performing inner products with a collection of analysis
function ψ(a, b), which are scaled and translated version
of the wavelet ψ . The wavelet coefficient W (a, b) of the
function f (t) is defined as follows:

W (a, b) = 〈 f, ψ(a,b)〉 =
+∞∫

−∞
f (t)ψ(a,b)(t)dt (1)

ψ(a,b)(t) = a−1/2ψ

(
t − b

a

)
(2)

It refers to the degree of similarity between the basis func-
tions (wavelet) and the original signal at the current scale.
The amplitude of the W T therefore tends to be maximum at
those scales and locations where the signal most resembles
the analysis template. The continuous wavelet transform is a
reversible transform, f (t), which can be restored using the
following:

f (t) = 1

Cψ

∞∫

0

+∞∫

−∞

1√
a

W (a, b)

(
x − b

a

)
dbdb

a2 (3)

where Cψ is a constant depends on the choice of the wavelet,
a > 0 is the scale parameter and b is the position parameter.

When the scale a varies, the filter ψ is only reduced or
dilated, while keeping the same pattern (Stephane 1989). The
reconstruction is only possible if Cψ is defined by admissibil-
ity condition (Coifman et al. 1990), which restricts the class
of functions that can be wavelet.

Wavelet Packet Transform (WPT) is a generalization of
the Dyadic Wavelet Transform (DWT) that offers a rich set
of decomposition structures (Stephane 1989). A WPT cor-
responds to a general tree-structured filter bank. It allows
more flexibility by providing good spectral and temporal
resolutions in arbitrary regions of the time–frequency plane.

Tree-structured wavelet packet decomposition is used to clas-
sify image textures. The main idea of the WPT is based on
the fact that most natural textures can be modeled as quasi-
periodic signals with the most significant information texture
often appearing in the middle frequency channels. An appro-
priate way to perform the wavelet transform for textures is to
detect the significant frequency channels and, then, to further
decompose them. This leads to a new type of wavelet trans-
form called a tree-structure wavelet transform or a quad-tree
wavelet transform. This type of transform can be achieved
by using a maximum criterion of textural measures to locate
the dominant information in each frequency channels and
decide whether a decomposition is needed for a particular
output. Reader may consult Stephane (1989), Helal et al.
(2004), Coifman et al. (1990), and Meyer (1993) for more
fundamental details on texture analysis based on wavelet
packet transform. Figure 2 illustrates the channel representa-
tion and quad-tree wavelet transform. The quad-tree structure
is shown where the subimage in channel D1, B1, C1 does not
contain any significant information and, therefore, they are
not expanded further (Helal et al. 2004).

2.3 Pulse coupled neural network

Pulse-Coupled Neural Networks (PCNNs) (Hassanien 2006)
are neural networks that are based on cat’s visual cortex and
developed for high-performance biomimetic image process-
ing. Eckhorn et al. (1988, 1990) and Eckhorn (1999) intro-
duced a neural model to emulate the mechanism of cats’
visual cortex. The Eckhorn model provided a simple and
effective tool for studying small mammals’ visual cortex
and was soon recognized as having significant application
potential in image processing. In 1994, Eckhorn model was
adapted to be an image processing algorithm by Johnson
who termed this algorithm Pulse-Coupled Neural Network
(PCNN).

A PCNN is a two-dimensional neural network. Each
neuron in the network corresponds to one pixel in an input

Fig. 2 Channel representation and quad-tree wavelet transform (Helal
et al. 2004)
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image, receiving its corresponding pixel’s color information
(e.g., intensity) as an external stimulus. Each neuron also
connects with its neighboring neurons, receiving local stim-
uli from them. The external and local stimuli are combined
in an internal activation system, which accumulates the stim-
uli until it exceeds a dynamic threshold, resulting in a pulse
output. Through iterative computation, PCNN neurons pro-
duce temporal series of pulse outputs. The temporal series of
pulse outputs contain information of input images and can
be utilized for various image processing applications, such
as image enhancement and segmentation (Hassanien 2006).
PCNN model is comprised of four parts that form the basis
of the neuron. The first part is the feeding receptive field
that receives the feeding inputs (i.e., image pixel values); the
second part is the linking receptive field that receives the
linking inputs from the neighbor neurons; the third part is
modulation field, which the linking input added a constant
positive bias, then it is multiplied by the feeding input; the
last part is a pulse generator that consists of an output pulse
generator and a threshold spike generator. When PCNN is
applied to image processing, one neuron corresponds to one
pixel. Figure 3 depicts the layout structure of PCNN and its
components.

3 Hiding iris data into digital images system

In general, the process of hiding biometric human iris data
into digital cover images system includes four main phases:
(Pre-processing, Iris code extraction, watermarking, and
authentication). These four phases are described in detail
in the following section along with the steps involved and
the characteristics feature for each phase. Figure 4 illustrates

the overall layout structure of the introduced framework for
hiding iris data into digital cover images.

3.1 Pre-processing phase

Human iris characteristics

Human iris has many features that can be used to distinguish
one iris from another. One of the primary visible character-
istic is the trabecular meshwork, a tissue which gives the
appearance of dividing the iris in a radial fashion that is per-
manently formed by the eighth month of gestation. During
the development of the iris, there is no genetic influence on it,
a process known as chaotic morphogenesis that occurs dur-
ing the seventh month of gestation, which means that even
identical twins have differing irises. The iris has in excess
of 266 degrees of freedom, i.e., the number of variations in
the iris that allow one iris to be distinguished from another.
The fact that the iris is protected behind the eyelid, cornea
and aqueous humor means that, unlike other biometrics such
as fingerprints, the likelihood of damage and/or abrasion is
minimal. The iris is also not subject to the effects of aging,
which means it remains in a stable form from about the
age of one until death. The use of glasses or contact lenses
(colored or clear) has little effect on the representation of the
iris and hence does not interfere with the recognition tech-
nology. Figure 5 shows examples of the iris pattern and they
demonstrate the variations found in irises.

Human iris acquisition process

Human iris can be captured using a standard camera in both
visible and infrared light and may be either a manual or
automated procedure. The camera can be positioned between

Fig. 3 The layout structure of
PCNN and its components
(El-dahshan et al. 2007)
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Fig. 4 The hiding iris data into
cover image scheme

Fig. 5 Samples of human iris
patterns

three and a half inches and one meter to capture the image. In
the manual procedure, the user needs to adjust the camera to
get the iris in focus and needs to be within six to twelve inches

of the camera. This process is much more manually inten-
sive and requires proper user training to be successful. The
automatic procedure uses a set of cameras that locate the face
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and iris automatically thus making this process much more
user friendly.

One of the major challenges in automated iris recognition
systems is to capture a high quality image of the iris while
keeping the procedure noninvasive. Given that the iris is a
relatively small (1 cm in diameter), dark object and that peo-
ple are very sensitive about their eyes, this matter required
careful engineering. The following points should be of con-
cern:

• It is desirable to acquire images of the iris with
sufficient resolution and sharpness to support recogni-
tion;

• It is important to have a good contrast in the interior iris
pattern without increasing the level of illumination that
annoys the operator;

• The images should be well framed (i.e., centered);
• Noise in the acquired images should be eliminated as

much as possible.

Figure 6 illustrates the used device configuration for
acquiring human eye images. The human eye should be off-
set by nine centimeters from the camera, as shown in Fig. 6.
The halogen lamp is fixed to get the same illumination effect
over all images, thus excluding the illuminated part from the
iris while making the iris code easier. To acquire more clear
images through a CCD camera and minimize the effect of
the reflected lights caused by the surrounding illumination,
we arrange the two halogen lamps as the surrounding lights
and they should be in front of the eye.

Human iris intensity adjustment: PCNN with the median filter

To increase efficiency of automating the boundary detection
process, a pre-processing process should be considered to
enhance the quality of the captured human eye images before
isolating the iris pattern. The median filter (El-dahshan et al.
2007) is used to reduce noise in an image. It operates one pixel
in the image at a time and looks at its closest neighbors to
decide whether or not it is representative of its surroundings.
To begin with, one should decide the size of the window that
the filter operates the image within. The size could, for exam-
ple, be set to three, which means that the filter will operate
on a centered pixel surrounded by a frame of 3×3 neighbors.
Then the filter sorts the pixels contained in the image area
surrounded by the window. The center pixel will be replaced
by the median, the middle value, of the ranking result. The
advantage of the median filter, compared with other smooth-
ing filters of similar size, is that it performs noise-reduction
with considerably less blurring. Thus, the filter also preserves
the edges in an image very well. The median filter works
especially well for random noise. The algorithm works as
follows: it first finds out the concrete position of the noised
pixel according to the firing pattern and then removes the
noise from the image with median filter. Initially the thresh-
old of all of the neurons is set to zero, and at the first iteration
all the neurons are activated which means all neurons receive
the maximal linking input at the next iteration. So the proper
set of the SNN’s parameters will make the neurons corre-
sponding to noised pixels with high intensity fire before its
neighborhood at the second iteration, and according to the
current firing pattern the concrete position of noised pixels

Fig. 6 Configuration of the
used image acquisition device
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can be found out. Then the noised pixels can be removed
with 3×3 median filter. The removal of noised pixels with
low intensity is the same as the removal of noised pixels with
high intensity if the intensity is inverted. Due to the fact that
this algorithm can find out the concrete positions of noised
pixels and apply median operation only on the noised regions,
its ability to keep the details of the image is strong, for more
details, reader may consult (El-dahshan et al. 2007).

Determine pupil and limbic iris boundaries

The success of the application of PCNNs to image segmenta-
tion depends on the proper setting of the various parameters
of the network, such as the linking parameter β, threshold
θ , decay time constants αθ , and the interconnection matrices
M and W (Hassanien 2006). Proper setting of the parame-
ters is especially important when intensity significantly varies
across a single segment. The PCNN segmentation work as
follows: An input gray-scale image is composed of M × N
pixels. This image can be represented as an array of M × N
normalized intensity values. Then the array is fed in at the
M × N inputs of PCNN. If initially all neurons are set to
0, the input results in activation of all of the neurons at the
first iteration. The threshold of each neuron,�, significantly
increases when the neuron fires; then the threshold value
decays with time. When the threshold falls below the respec-
tive neuron’s potential (U ), the neuron fires again, which
again raises the threshold. The process continues creating
binary pulses for each neuron. While this process goes on,
neurons encourage their neighbors to fire simultaneously in
a way that is supported through interconnections. The firing
neurons begin to communicate with their nearest neighbors,
which in turn communicate with their neighbors. The result
is an autowave that expands from active regions. Thus, if
a group of neurons is close to firing, one neuron can trig-
ger the group. Due to connections between the neurons, the
pulse activity of invoked neurons leads to the synchronization
between groups of neurons corresponding to subregions of
the image that have similar properties and produces a tempo-
ral series of binary images, for more details we refer to Helal

et al. (2004). Figure 7 depicts the output PCNN enhanced
and boundaries contours around iris and pupil pattern of the
human eye based on the PCNN.

3.2 Iris code extraction phase

Isolating human iris process

We presents a texture segmentation algorithm for isolating
the iris from the human eye in a more accurate and efficient
manner. A quad tree wavelet transform is first constructed
to extract the texture feature (Chen and Lin 2006). Then,
the FCM algorithm (Hassanien 2007) is then applied to the
quad tree with the coarse-to-fine manner. This approach has
a hierarchical structure and consists of two steps: texture
feature extraction followed by clustering process.

During the first step, we can extract the texture feature of
the image by generating the Q-level tree-structured wavelet
transform. First, we decompose the root image into four
subimages using the low pass h and high pass g filters. Then,
we compute the feature as local energies using Gaussian
weighting in a square window. If the local energy of a subim-
age is greater than the others, then this subimage is used
as a separated root node and is decomposed into four fur-
ther subimages at the lower resolution. The decomposition is
repeated until the minimal size of the subimage is exceeded.
In the second step, we accumulate all features from the child
nodes in level Q as vector values based on the FCM algo-
rithm. We use these segmentation results at the lowest level
when segmenting the next higher level of resolution
(i.e., level Q–1). This means that, at the next finer resolu-
tion (Q–1), we use the membership function that we had
from the coarser resolution (level Q) as a good initial start
for the fuzzy clustering algorithm; for more details we refer
to Helal et al. (2004).

Establishing coordinate systems and iris code generator

The iris code generator works as follows: It starts by acquir-
ing the eye image from the digital camera. Then, by utilizing
the eye image, the boundary between the pupil and the iris

Fig. 7 Determination of iris and pupil boundaries (Hassanien 2006). a Original human eye, b PCNN enchanced result, c iris and pupil boundaries
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Fig. 8 Digital watermarking
phase

Fig. 9 The embedded
watermark process
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Algorithm 1 Watermark embedded algorithm
Input: f be the cover image of size M1 × M2,
WI ∈ {−1, 1} be the iris code watermark, and Shared secret key.

Output: Watermarked image i.e Stego image

Processing

1: Initialize key pseudo-random number generator with shared secret
key

2: Produce the approximation and details coefficients of the original
image f

3: Generate a random key
which will be used to select the exact locations in the wavelet domain
in which, to embed the watermark, the key has a corresponding value
of one or zero (i.e., to indicate if the coefficient is to be marked or
not, respectively). The number of ones in the key must be greater or
equal to the size of the watermark.

4: for each coefficient within the wavelet domain do
5: if The length of the watermark ≤ to the number of ones in the key

then
6: Embed the watermark into the detail wavelet coefficients of the

host image with the key as follows:
7: Sort the detail coefficients in ascending order so that

fk1,l(m, n), fk2,l(m, n), fk3,l (m, n) are coefficients such that:

fk1,l(m, n) ≤ fk2,l(m, n) ≤ fk3,l (m, n) (4)
Where k1 �= k2 �= k3 ∈ {H, V, D} and fkl(m,n) is the kth detail
image component at the Lth resolution level of the host image
and {H, V, D} represents the horizontal, vertical and details
coefficients, respectively.

8: end if
9: end for

Quantization Process
The middle wavelet coefficient fk2,l(m, n) must be quan-
tized to embed the watermark. The range of values between
fk1,l(m, n), fk3,l (m, n) is divided into bins of width using the fol-
lowing equation:

� = fk3,l(m, n)− fk1,l (m, n)

2Q − 1
(5)

Where Q a user-defined variable and fk2,l(m, n) is quantized to the
nearest value.
We have to note that, in this case an attacker cannot easily determine
the exact key given a watermarked image if the specific wavelet trans-
form used in the decomposition is kept a secret and Q is unknown.

10: The fused image components are computed to form the water-
marked image using the corresponding Lth level inverse wavelet
transform

is detected after the position of the eye in the given image
is localized. After the center and the radius of the pupil are
extracted, the right and the left radius of the iris are searched
based on these data. By using the iris center and the radius,
which are calculated in advanced step, we set the polar coor-
dinate system (Hassanien and Jafar 2003). In this coordinate
system, the feature of the iris is extracted. We call it an iris
code. Wavelet transforms; especially Haar wavelet is used
to extract iris code from iris images. The wavelet transform
breaks an image down into four sub-sampled, or images. The
results consist of one image that has been high pass in the

Algorithm 2 Watermark extracted algorithm
Input: cover image, stego-image i.e., attacked image, shared secret key

Output: Original image and Iris code (watermark)

Processing

1: Apply L∗ level Discrete Wavelet Transform (DWT) on the water-
marked image;

2: Use the shared secret key to find the locations in which the watermark
was embedded for each resolution level

3: Sort the detail coefficients in ascending order
4: Estimate the watermark bit value from the relative position of details

coefficients
5: Finding the closest quantized value using the same constant Q

{Which determining if this quantized value was used to embed a
one or a negative one.}

6: if The watermark had been embedded in different locations several
times then

7: The most common bit value extracted is assigned for the estimated
watermark

8: end if
9: if An equal number of ones and negative ones were extracted then
10: A random guess is made to its value
11: end if
12: Compute the correlation coefficients (CC) between the original iris

code watermark and the extracted one
13: if The CC is above a pre-specified threshold then
14: A given watermark iris code is detected
15: end if

horizontal and vertical directions, one that has been low
passed in the vertical and high passed in the horizontal, and
one that has been low pass filtered in both directions. This
transform is typically implemented in the spatial domain by
using 1-D convolution filters g. The results of wavelet trans-
form is composed of the following four types of coefficients:

• Coefficients that result from a convolution with g in both
directions (H H) represent diagonal features of the image;

• Coefficients that result from a convolution with g on the
columns after a convolution with h on the rows (H L)
correspond to horizontal structures;

• Coefficients from high pass filtering on the rows, followed
by low pass filtering of the columns (L H) reflect vertical
information;

• The coefficients from low pass filtering in both directions
are further processed in the next step.

Where, H and L refer to the high pass and low pass filters,
respectively and H H means that the high pass filter is applied
to signals of both directions. For more details, please refer to
Hassanien and Jafar (2003) and Hassanien (2005).

3.3 Digital watermarking phase

Research into human perception indicates that the retina of
the eye splits an image into several frequency channels each
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Fig. 10 The detected
watermark process

spanning a bandwidth of approximately one octave. The
signals in these channels are processed independently. Sim-
ilarly, in multiresolution decomposition, the image is sep-
arated into bands of approximately equal bandwidth on a
logarithmic scale. It is therefore expected that the use of the
DWT will allow the independent processing of the result-
ing components without significant perceptible interaction
between them, and hence making the process of impercepti-
ble marking more effective. Since digital watermarking
involves the merging of a watermark with a host signal, it
follows that wavelets are attractive for the watermarking of
images. The technique is unsupervised since the original
image (cover image) is not required for watermark extrac-
tion (Hassanien and Jafar 2003; Hassanien 2005; Wang et al.
2002).

In this section, we shall present the technical details of the
proposed technique, whose embedding and extracting iris
code (watermark) into cover images. Figure 8 illustrates the
digital watermarking phase.

Iris code embedded algorithm

In the embedded algorithm, we first decompose an image
into several bands with a pyramid structure and then pseudo-
random sequence is added to the large coefficients, which are
not located in the lowest resolution. The original image and
digital watermark are represented as:

f = { f (i, j), 0 ≤ i ≤ M1, 0 ≤ j < M2} (6)

WI = {w(i, j), 0 ≤ i ≤ N1, 0 ≤ j < N2} (7)

where f (i, j) ∈ {0, 1, . . . , 2L − 1} is the intensity of pixel
(i, j) and L is the number of bits used in each pixel,
w(i, j) ∈ {0, 1}. To find the perceptually significant wavelet
coefficients for each sub-band, the threshold value is cal-
culated according to the decomposition level. For example,
in the 3-level decomposition, the largest coefficients C1 for
1-level sub-bands (L H1, H L1, H H1) is selected and the
threshold T1 is calculated by Eq. (8). T2 and T3 for the
subsequent levels are respectively calculated using the same
process (Hassanien 2005).

Ti = 2log2 Ci −1 (8)

where i is the decomposition level and represents the largest
integer which is not greater than X .

DWT watermark embedded algorithm is composed of
four parts: cover image; calculation of multi-level thresholds
for selecting perceptually significant coefficients; watermark
insertion process; and inverse wavelet decomposition (IWT)
of the coefficients with watermarks. Figure 9 illustrates the
watermark embedded process.

The main steps of the embedded watermarking algorithm
are provided below [refer to Algorithm (1)].

3.4 Extract iris code algorithm

The aim of the watermark extraction process is to reliably
obtain an estimate of the original watermark from a possibly
distorted version of the watermarked image. The detection
process is an inverse procedure of the watermark insertion
process. It requires knowledge of the watermarked image

123



A. E. Hassanien et al.

Algorithm 3 Authentication and matching algorithm
Input : Two iris code watermarks Ai , B j

Output : Authentication result (accept/reject)

Processing

1: for j=1 to 87 do
2: Comparing bit by bit code with the first code
3: if The result of the XOR is 0 then
4: Count the number of zeros

This means the 2 bits are the same
5: Else
6: Do not count it and continue to the next bit
7: end if
8: end for
9: Calculating the similarities (matching) ratio by using the following

formula:

R = Nz ∗ 100

Tn
(9)

Where Nz and Tn are the number of zero’s and total number of bits
in each code, respectively; R is a matching ratio.

10: if Ai and A j are equal then
11: The watermark is verified
12: Else The marked image has been modified
13: end if

and the shared key. One of the advantages of wavelet-based
watermarking is its ability to spread the watermark all over
the image. If a part of the image is cropped, it may still contain
parts of the watermark. These parts of watermark may be
detected by certain mechanism even if the image has been
further scaled or rotated. Figure 10 illustrates the watermark
extracting process.

The main steps of the extracted watermarking algorithm
are provided in Algorithm (2).

3.5 Authentication and matching phase

Authentication (sometimes called verification) is when a
comparison of newly captured biometric data is made against
a stored template to find a match. This method is a one-to-one
matching method where the verification situation craves that
you are you, not in comparison to anyone else. In the veri-
fication procedure the extracted iris code watermark is used
as an operator acting on the fresh iris print. If the match is
approved, the authentication of the person is completed.

Finally, the iris code of the watermarked image is extracted
and compared with the original iris code obtained from the
cover watermarked image. If the two sequences of the iris
codes match perfectly, the system concludes that the image
has not been modified after watermarking; otherwise, the
system determines the instants associated to the nonmatch-
ing, which correspond the approximate locations where the
image has been corrupted. Identical iris codes slightly shifted
in time are considered to match, since such shifts may occur

when the image is submitted to content-preserving transfor-
mations. Comparison of Iris code records includes calcu-
lation of a Hamming distance (HD) (Hassanien and Jafar
2003; Kagan et al. 1998), as a measure of variation between
the Iris code recorded from the presented iris and each iris
code extracted from the watermarked image. Let Ai and A j

be two iris codes watermarks to be compared, the Hamming
distance function can be calculated as:

H D = 1

87
�87

1 Ai ⊕ B j (10)

where ⊕ denotes exclusive-OR operator (the exclusive-OR is
a Boolean operator that equals one if and only if the two bits
Ai and A j are different). The main steps of the authentication
and matching procedure is given in Algorithm-3:

4 Results and discussion

In this section, some experimental results are demonstrated
to show the effectiveness and the robustness of the proposed
watermarking algorithm. Several 256 × 256 test images are
used for the simulations including Lena, Cameraman,
Baboons and water tower images. Each human iris image
is preprocessed to form a block of texture and the texture
image is decomposed using a 2D two-scale wavelet trans-
form into four subimages. In our experiments, the energy
distribution feature used as the textural measure gives the
maximum value and always appears in the low-frequency
channel. In addition, we use a four-tap Daubechies wavelet
filter that has a regularity property, which projected most of
the important structural information in the image into a low-
frequency subimage.

After determining the center point of the human iris (Helal
et al. 2004), we find the inner boundary and the outer bound-
ary by extending the radius of a virtual circle from the center
of pupil and counting the number of points of the edge on
the corresponding virtual circle. Two virtual circles with the
maximum number of points of the edge within each cor-
responding range determined by some prior knowledge are
selected as the two boundaries that we want to find. Figure 11
shows the center of the pupil and the iris part surrounded by
two boundaries. It obvious that the drawing circles are almost
coincident with the actual pupil and iris of the original image
of the eye.

The localized iris part from the image is transformed into
polar coordination system in an efficient way so as to facil-
itate the next process, the feature extraction process. The
portion of the pupil is excluded from the conversion process
because it has no biological characteristics at all. The dis-
tance between the inner boundary and the outer boundary is
normalized into [0, 65] according to the radius r that matches
the pupillary and limbus boundaries.
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Fig. 11 Results locating the iris and pupil boundaries

Figure 12 illustrates the isolated iris and pupil pattern
results from the human eye using the fuzzy c-mean clustering
algorithm. Figure 12a depicts the isolated iris and pupil pat-
terns, while Fig. 12b shows the isolated iris pattern. Figure 13
illustrates the isolated pupil pattern.

Figure 14 shows the process of converting the Cartesian
coordinate system into the polar coordinate system for the
iris part. It is used to extract the iris code (watermark) of
the iris print. For the 450 × 60 iris image in polar coordi-
nates, we apply wavelet transform 4-times in order to get the
28 × 3 sub-images (i.e., 84 features). By combining these 84

Fig. 12 Results locating the isolated iris and pupil patterns. a Iris and
pupil pattern, b Isolating the iris pattern

Fig. 13 Results illustrating the isolated pupil pattern. a Pupil isolated
result, b Isolated pupil after enhancement

Fig. 14 Polar transformed result. a Polar transformed results, b A part
of the generated iris code

features in the H H sub-image of the high-pass filter of the
fourth transform (H H4) and each average value for the three
remaining high-pass filters areas (H H1, H H2, H H3), the
dimension of the resulting feature vector is 87. Each value
of 87 dimensions has a real value between −1.0 and 1.0. By
quantizing each real value into binary form by convert the
positive value into 1 and the negative value into 0. There-
fore, we can represent an iris image with only 87 bits.

Figure 15 shows the water tower cover image and the
watermarked image (stego-image), respectively. We see that
the stego-image is not distinguishable from the cover image.
The watermark length (iris code) is 750 bits.

To evaluate the quality between the attacked image, i.e,
stego-image and the original cover image, Fig. 16 illustrates
the Peak Signal-to-Noise Ratio (PSNR) of stego-images
embedded in levels 1, 2 and 3. As evident, when the PSNR
value of a stego-image is greater than 30 dB, the quality is
still acceptable to the human eyes. PSNR often requires the
existence of the original image, which is often not convenient
for the receiver. So, we introduce a new metric that measure

Fig. 15 Cover image—stego image. a Water tower cover image,
b Water tower stego image

Fig. 16 PSNR of watermarked images embedded in levels 1, 2 and 3
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Table 1 Correct rate under the JPEG compression

Image CR

Lena 0.9775

Cameraman 0.9271

Baboon 0.8862

Water tower 0.9439

the objective quality of the image based on the detected
watermark bit. A quality estimation parameter, named the
Correct Rate (C R) is computed as an index to the objective
quality of the image.

Table 1 depicts the correct rate C R of three tested cover
images using JPEG compression. It shows that the proposed
method is very effective for predicting the effect on image
quality of JPEG compression. The correct rate is calculated
by:

C R = NC

T N
(11)

where NC is the number of correctly detected watermarked
bits and T N is the total number of watermark bits.

5 Conclusions, future research and challenges

Conclusions

Digital watermarking is an important emerging technique for
copyright protection and authentication. The objective of this
research is to illustrate how Biologically inspired Spiking
Neural Network (SNN) can be successfully integrated with
wavelet theory and provide a more effective hybrid approach
to resolve security problems. In this paper, we have presented
a model to protect the ownership by hiding a human iris data
into a digital image for an authentication purpose. The idea
is to secretly insert an iris code data into the content of the
image, which identifies the owner. Algorithms based on Bio-
logically inspired Spiking Neural Networks (SNN) are first
applied to increase the contrast of the iris image and adjust the
intensity with the median filter. It is followed by the PCNN
segmentation algorithm to determine the boundaries of the
human iris image by locating the pupillary boundary and
limbus boundary of the human iris for further processing.
Then, iris codes are extracted characterizing the underlying
texture of the human iris by using the wavelet theory. Finally,
embedding and extracting methods based on wavelet trans-
form (DWT) to embed and extract the generated iris code
are presented. The last phase deals with the authentication.
A distance metric that measure the objective quality of the
watermarked image based on the detected watermark bit (iris
code) is introduced, which the original unmarked image is

not required for watermark detection. Experimental results
clearly indicate that the model considered could represent the
authentication of the ownership very accurately.

Future research

A combination of various computational intelligence (C I )
technologies in information security and, in particular, infor-
mation hiding and watermarking has become one of the most
promising avenues in information security. From the perspec-
tive of rough sets, further explorations into possible
hybridization of rough sets with other C I technologies are
necessary to build a more protected multimedia content. What
can be said at this point is that the rough set approach paves
the way for new and interesting avenues of research in infor-
mation hiding and represents an important challenge for C I
researchers. Our future works will focus on building a fully
integrated rough neural network system in information hiding
and fingerprinting of multimedia data. In addition, method
for biometric-based authentication in wireless communica-
tion for access control will be our future works too.

Challenges

Recently, some work on information-hiding and watermark-
ing capacity has been presented (Zhang et al. 2008; McEliece
et al. 1987). Most of the previous works on information-
hiding used the information theoretic model, and the research
focuses on the maximum amount of information that can be
hidden in an image, or the upper limit of hidden information.
Determining the lower limit of information hiding, or the
minimum detectable information capacity is also an inter-
esting problem. The neural network and rough sets based
information-hiding capacity can be applied in almost all
information-hiding scenarios, such as Covert Channels,
Steganography, Anonymity and Copyright Marking. Copy-
right Marking and Fingerprinting can benefit from the
minimum detectable information capacity based on neural
network and rough sets.

In image watermarking area, the robustness against desyn-
chronization attacks, such as rotation, translation, scaling,
row or column removal, cropping, and local random bend, is
still one of the most challenging issues in information hiding
area (Yang 2008).

User verification systems that use a single biometric indi-
cator often have to contend with noisy sensor data, restricted
degrees of freedom, nonuniversality of the biometric trait
and unacceptable error rates. Attempting to improve the per-
formance of individual matchers in such situations may not
prove to be effective because of these inherent problems.
Multibiometric systems seek to alleviate some of these draw-
backs by providing multiple evidences of the same identity.
These systems help to achieve an increase in performance
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that may not be possible using a single biometric indicator.
Further, multibiometric systems provide anti-spoofing mea-
sures by making it difficult for an intruder to spoof multiple
biometric traits simultaneously. However, an effective fusion
scheme is necessary to combine the information presented
by multiple domain experts (Ross and Jain 2003). Neural
network based information-hiding can be applied in almost
all information-hiding scenarios, such as Covert Channels,
Steganography, Anonymity and Copyright Marking. Copy-
right Marking and Fingerprinting can benefit from the
minimum detectable information capacity based on neural
network.
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