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a b s t r a c t

A computational grid is composed of a set of resource consumers and resources providers. Usually
these entities are independent and making decisions autonomously based on their policies and resource
allocation in such systems is a challenging problem. In such systems using market-like techniques for
this problem regulates the supply and demand for resources, provides an incentive for providers, and
motivates the users to trade-off between deadline, budget, and the required level of quality of service. In
this paper, we introduce a continuous double auction method (CDA) for grid resource allocation in which
resources are considered as provider agents and users as consumer agents. In our proposedmethod these
entities are allowed to participate in a grid independently and make decisions autonomously. We study
this method in terms of economic efficiency and system performance. Experimental results illustrate that
the proposed method is efficient in terms of successful execution rates, resource utilization rates and fair
profit allocation.

© 2009 Elsevier B.V. All rights reserved.

1. Introduction

Computational grids are emerging as the promising next gen-
eration of computational platforms for executing large-scale re-
source intensive applications arising in science, engineering, and
commerce [1]. They support the creation of virtual organiza-
tions and enterprizes that enable the sharing, exchange, selec-
tion, and aggregation of geographically distributed heterogeneous
resources. Users and providers can access the grid networks by
running grid portals such as Globus [2], Legion [3], etc on their ma-
chines. Also based on the grid resource management policies they
can use grid resources or share their resources in a grid environ-
ment. Different users demand different requirements and various
resources have different capabilities and availabilities and on the
basis of their policies provide access to them. At any moment, dif-
ferent resource owners with different resources and services are
added to or removed from the grid. On the other hand, different
users with varying requirements can enter the grid. As a result, the
grid environment is highly dynamic, heterogeneous, and uncon-
trollable and resources are distributed across different administra-
tive domains.
Unlike scheduling problems in conventional distributed sys-

tems, this problem is much more complex as new features of grid

∗ Corresponding author.
E-mail addresses: hesam.izakian@gmail.com (H. Izakian),

ajith.abraham@ieee.org (A. Abraham), ladani@eng.ui.ac.ir (B.T. Ladani).
1 http://www.mirlabs.org.

systems such as its dynamic nature and the high degree of hetero-
geneity of jobs and resources must be tackled and resource allo-
cation methods of traditional parallel and distributed computing
cannot work efficiently. Since the grid resources are distributed
in different geographically regions and belong to various admin-
istrative domains, using decentralized methods for grid resource
management is a suitable solution. An appropriate grid resource
management exploits the capability of resources efficiently and
satisfies the user’s reasonable requests.
In recent years, usage of market based methods for grid re-

source management is one of solutions which has received much
attention. It enables the regulation of supply and demand for re-
sources; provides an incentive for resource owners to participate
in the Grid; andmotivates the users to trade-off between deadline,
budget, and the required level of quality of service [4].
A sustainable market-like computational grid has two charac-

teristics: it must allow resource providers and resource consumers
to make autonomous scheduling decisions, and both parties of
providers and consumers must have sufficient incentives to stay
and play in themarket [5]. Two categories of market basedmodels
that are used for grid resourcemanagement are commodities mar-
ket models and auction models. In the commodity market model,
providers specify their resource price and charge users according
to the amount of resource they consume. In the auction model,
each provider and consumer acts independently and they agree
privately on the selling price.
Auctions are used for products that have no standard values and

the prices are affected by supply and demand at a specific time.
Auctions require little global price information, are decentralized,
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and easy to implement in a grid setting [4]. Based on interactions
between consumers and providers, auctions can be classified into
four basic types: the ascending auction (English auction), the
descending auction (Dutch auction), the first-price and second-
price sealed auction, and the double auction.
The double auction model has a high potential for grid com-

puting [4]. In a double auction model, consumers submit bids and
providers submit requests at any time during the trading period. If
at any time there are bids and requests that match or are compat-
ible with a price, then a trade is executed immediately.
Three most popular double auctions are: Preston-McAfee Dou-

ble Auction Protocol (PMDA) [6], Threshold Price Double Auc-
tion Protocol (TPDA) [7], and Continuous Double Auction Protocol
(CDA). Kant and Grosu [8] showed that the CDA protocol is better
from both the resource’s and the user’s perspective providing high
resource utilization in grid environments.
In this paper, we use a continuous double auction method for

grid resource allocation. The results illustrate that the proposed
method is effective in resource utilization and is an incentive from
both the resource consumers’ and the resource providers’ perspec-
tive. The remainder of this paper is organized in the followingman-
ner. In Section 2, we investigate the related works and in Section 3
we formulate the problem. In Section 4, we introduce the proposed
framework followed by experimental results in Section 5 and fi-
nally Section 6 concludes this work.

2. Related works

Economic based resource management systems have been in-
vestigated by several researchers in [4,8–14,5,15–19]. Buyya
et al. [4] used economic based concepts including commoditymar-
ket, posted price modeling, contract net models, bargaining mod-
eling, etc. for grid resource allocation. Nimrod-G [16] is a com-
putational economy driven resource broker that manages Grid
resources. Nimrod-G supports several economic models such as
commodities markets, spot markets, and contract net.
Grosu and Das [8] investigated the First-Price Auction, Vickrey

Auction and Double Auctionmodels for resource allocation in grids
to find which one is more suitable for the grid environment from
a users’ and a resources’ perspective. Authors found that when a
mixture of risk-averse and risk-neutral users is considered, First-
Price Auction favors resources while Vickrey Auction favors users.
Also the Double Auction favors both users and resources. Also
Reddy et al. [14] developed a sealed bid method for optimizing the
time and budget in grid environments.
Gomoluch and Schroeder [13] investigated the performance of

the double auction protocol for resource allocation. They compared
it to the conventional round-robin approach and showed that
the double auction protocol outperforms round-robin. Attanasio
et al. [10] developed an auctionmechanism based on a progressive
Lagrangean heuristic and showed that it was able to provide
comparable efficiency to centralized heuristics.
In [15] authors proposed a combinatorial auction-based re-

source allocation protocol in which a user bids a price value for
each of the possible combinations of resources required for its task
execution. The protocol involves an approximation algorithm for
solving the combinatorial auction problem.
Huang et al. [9] proposed a resource advance reservation thro-

ugh agents participating inmultiple sequential auctions. They used
cognitive agents that can automatically adapt to the environment,
exchange private information, and learn new experiences from
their network neighborhoods. Also in [12] authors proposed an
approach based on macroeconomics, which concerns the overall
benefit of the whole Grid market and is well suited for service-
oriented Grids. In this method, some realizations of resource allo-
cation strategies driven by themacroeconomic principle are given.

The proposedmethod increases the total profit of all of the grid ser-
vice providers, and reduces the failure rate of Grid service requests
and the inquiry time for resource consumers, while getting good
load balancing of the whole Grid market.
In [18] authors present several multi-cost algorithms for the

joint scheduling of the communication and computation resources
that will be used by a grid task. Also they introduced a multi-
cost scheme that performs immediate reservations and selects the
computation resource to execute the task and determines the path
to route the input data.
In [19], three meta-scheduling heuristics that minimize and

manage the execution cost and makespan of user applications are
proposed. Also a cost metric to manage the trade-off between
execution cost and time is presented. Xiao et al. [5] presented
an incentive-based scheduling scheme which utilizes a peer-
to-peer decentralized scheduling framework to maximize the
success rate of job execution and to minimize fairness deviation
among resources. Wolski et al. [17] investigated G-commerce
computational economies for controlling resource allocation in
Computational Grids. They measured the efficiency of resource
allocation based on commodities markets and auctions models.
Anthony et al. [20] developed a heuristic decision-making

framework through which an autonomous agent can exploit to
tackle the problem of bidding across multiple auctions with vary-
ing start and end times and with varying protocols including
English, Dutch, and Vickrey auctions. He et al. [21] introduced a
bidding strategy for obtaining goods in multiple overlapping En-
glish auctions. Authors used fuzzy sets to express trade-offs be-
tween goods and exploited neuro-fuzzy techniques to predict the
expected closing prices of the auctions and to adapt the agent’s bid-
ding strategy.

3. Problem formulation

The entities in our grid environment are users (resource con-
sumers) and resource owners. Users have one ormore independent
computational-intensive jobs for execution and are willing to pay
for it. Also resource owners have computational resources and are
willing to rent them for profit. We use resource consumer agents
that work on behalf of the users and resource provider agents
that work on behalf of resource owners. The consumer agents and
provider agents are two intelligent entities having their own spe-
cific objectives. They interact with each other in the form of a dou-
ble auction protocol for obtaining their objectives.
We assume that the grid consists of m resources R = {R1,

R2, . . . , Rm} each represented by a provider agent and a set of
k users S = {S1, S2, . . . , Sk}, each represented by a consumer
agent. Each consumer has one or more independent jobs and we
assume that in time period T , consumers altogether have n jobs
J = {J1, J2, . . . , Jn}. Each job Ji can be submitted at various times
ti in which 0 ≤ ti ≤ T . Job Ji is characterized by a three-tuple
Ji = (li, bi, di), inwhich li is the length of the ith job and is specified
by millions of instructions (MI), bi represents the budget allocated
to Ji. The cost of execution jobmust not exceed its allocated budget.
In other words, the maximum amount that Ji can pay per MI is
ϕi = bi/li. Also di determines the job deadline by which the
consumer desires the job to be finished. Each consumer agent
aims at executing its jobs within its corresponding deadlines and
minimizing the cost.
Each resource can be characterized by four-tuple Rj = (cj,

stj, rj,mpj), in which cj is the computational speed of resource Rj
which is expressed in terms of millions of instructions that the
resource can process in one second (MIPS). stj is the workload
of Rj and means that stj seconds are required for executing the
jobs that already are accepted by it. In other words, it is the start
time for execution of new accepted job. rj refers to the lowest
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Fig. 1. Scheduling scheme in the proposed framework.

price for providing a service by Rj (also called the reserve price)
and is expressed in form of Grid units per MIPS (G$ /MIPS). Also
mpj is the maximum price for using Rj and is expressed in form
of G$ /MIPS. mpj can be set by the resource owner or can be set
by provider agents through collaborating with other providers. In
this paper we assume that each resource can execute one job at a
time and resources use the First Come First Served (FCFS) method
for executing the accepted jobs. Fig. 1 illustrates the scheduling
scheme in the proposed method.

4. The continuous double auction model

As mentioned in the previous section, consumer agents aim at
executing jobs within their corresponding deadlines and with the
minimum cost. Also the allocated budget for each job determines
the maximum cost that a user is willing to pay for executing it. On
the other hand, the provider agents aim at obtaining more profit.
For this purpose, they try to sell their resources at higher prices and
competewith each other for acceptingmore jobs. In the continuous
double auctionmethod at each time unit, consumers and providers
submit bids and requests to the auctioneer in the form of G$ /MIPS.
An auctioneer maintains a list of the current bids and requests and
matches the two offerswhen the highest bid is higher than or equal
to the lowest request. The trade occurs at the average of matching
request and bid prices. Determining the bid and request value by
consumers and providers can be done autonomously and based on
their objectives. In this paper, we propose two decision making
methods for determining bid values by consumers and request
values by providers.

4.1. Determining bid values for consumer agents

The consumer agent determines a bid value in each time unit
based on two parameters: average remaining time for bidding
and remaining resources for bidding. This method is inspired
by the work presented in [20]. The consumer agent based on
these parameters and its corresponding job decides a bid value
autonomously.

4.1.1. Determining the bid value based on the number of remaining
resources for a bid
In this method, in each time unit, the consumer agent deter-

mines a bid value based on the number of remaining resources that
can bid for them. A job can bid for a resource if the resource can
perform the job within its deadline and the reserve price of the re-
source (in form of G$ /MIPS) is less than or equal to the maximum
value the job can pay per MI. Formally Ji can bid for Rj if

di − stj −
li
cj
≥ 0 and, ϕi ≥ rj (1)

in which li/cj is the execution time of Ji on Rj. At the time of sub-
mitting the job, the number of remaining resources has the maxi-
mum amount (called Nmaxi ) and with elapsing time, the number of
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Fig. 2. Bid value for remaining resources.

remaining resources decreases (because of accepting new jobs by
resources). In each timeunit, the bid value for Ji based on remaining
resources can be determined using (2).

bidi,tremaining_
resources

=

[
rmin
ϕi
+

(
1−

rmin
ϕi

)(
1−

N ti − 1
Nmaxi

) 1
α

]
× ϕi

where, 0.01 ≤ α ≤ 100.

(2)

In this equation rmin is the minimum reserve price among
remaining resources and N ti is the number of remaining resources
at time t for Ji. Using the polynomial function defined in (2),
different shapes of curve can be obtained by varying the value of
α. When α < 1, the consumer maintains a low bid value until the
number of the remaining resources gets close to zero. On the other
hand, when α > 1, the consumer starts with a bid value close
to ϕi, the maximum bid value per MI. Fig. 2 depicts the different
convexity degrees of the curves with α = .2, 1, 5. In this method
when the number of remaining resources decreases, the bid value
will increase.

4.1.2. Determining bid value based on the mean remaining time for
bid
In this method, in each time unit, each consumer agent de-

termines a bid value based on themean remaining time for bidding
to the resources. Assume that Ji is submitted at t and 0 ≤ t ≤ T .
The remaining time that the consumer corresponding Ji can bid to
the resource Rj can be determined using (3).

rt ti,j =
(
di − stj −

li
cj

)
× F where, F =

{
1 if ϕi ≥ rj
0 else. (3)

Also rt ti,j < 0 means that resource Rj cannot perform Ji within
its deadline. Themean remaining times for bidding can be obtained
using (4).

rt ti =

m∑
j=1
(rt ti,j × yi,j)

Nmaxi
where, yi,j =

{
1 if rt ti,j > 0
0 else. (4)

At the time of submitting the job, the mean remaining time for
bidding has the maximum amount (called rtmaxi ). The bid values
based on the mean remaining time for bid can be obtained using
(5).

bidi,tremaining_
time

=

[
rmin
ϕi
+

(
1−

rmin
ϕi

)(
1−

rt ti
rtmaxi

) 1
β

]
× ϕi

where, 0.01 ≤ β ≤ 100

(5)

In (5) the parameter β is similar to α in (2) and is used for
controlling convexity degrees of the curve.
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4.1.3. Calculating the final bid value
After determining the bid values for each of the constraints

mentioned above, the consumer agent combines them for calcu-
lating the final bid amount. This is obtained using (6).

bidi,t = λ× bidi,tremaining_
resources

+ (1− λ)× bidi,tremaining_
time

where, 0 ≤ λ ≤ 1.
(6)

λ in (6) is used to regulate the effectiveness of parameters used
in this equation. λ = 1 means that only the remaining resources
constraint is considered in the final bid value andλ = 0means that
only the remaining time constraint is considered. Also λ ∈ (0, 1)
means that both parameters are taken into account.

4.2. Determining the request value for provider agents

The provider agent aims at obtaining more profit. For this
purpose, it tries to sell its resource at a higher price and compete
with other providers for accepting more jobs. In this paper, the
provider agent uses amethod similar to Dutch auctionmethod.We
assume that at the moment of joining the grid, the workload of the
resource is zero and the provider sets the price to the reserve price
for accepting a job. After accepting a job it updates its workload
(start time for a new job) and sets its price to the maximum price,
mp. Gradually the workload of the resource decreases and gets
close to zero. By decreasing the workload, the provider decreases
its resource price and in the case the workload is equal to zero, it
sets the price to the reserve price. Alternatively by accepting each
job, the provider agent sets its resource price to the maximum
price. The maximum price can be determined by the resource
owner or the provider through collaborating with other providers.
The provider determines its resource price using (7) and requests
it from the auctioneer.

request tj =

 rj
mpj
+

(
1−

rj
mpj

)( st tj
wltj

) 1
σ

×mpj. (7)

In (7) request tj is the request value of the jth provider at time
t , wltj is the workload of resource Rj after the last allocation, and
st tj is the current workload or start time of the new job if it is
accepted at time t . Also σ is the same as α and β in Eqs. (2) and
(5) respectively and is used for controlling convexity degrees of the
curve. Fig. 3 depicts the different convexity degrees of the curves
with σ = .2, 1, 5.

4.3. Auctioneer role

In each time unit, consumer agents and provider agents de-
termine their bid and request values and send them to the auc-
tioneer. The auctioneer sorts the bid values in increasing order and
request values in decreasing order. If the highest bid is more than
or equal to the lowest request, then the trade occurs at the follow-
ing price:

price =
1
2
(highest bid+ lowest request). (8)

5. Simulation and experimental results

In order to study the efficiency of the method presented in
this paper, we developed a computational grid simulator using
the java agent development framework (JADE) [22]. JADE is a mid-
dleware aimed at developing multiagent systems and applications

conforming to FIPA standards for intelligent agents. In our simu-
lated system, consumers and providers are modeled as two kinds
of agent. Also in this system, we ignore the network delay of com-
munications and focus on the job execution and negotiations be-
tween consumer and provider agents.
In our experiments we use the system load concept i.e. the ratio

of aggregated length of jobs submitted to the grid to the aggregated
job length that the grid is capable of performing in the simulation
period. The system load can be obtained using Eq. (9).

φ =

n∑
i=0
li

T ×
m∑
j=0
cj
. (9)

In this equation n is the number of jobs submitted to the grid
andm is the number of resources. li denotes the length of job i (MI)
and cj is the computational capacity of resource j (MIPS). Also T is
the period of simulation.
In our system, there are 50 consumers and 100 providers and

the total jobs are 50,000. Consumers independently generate jobs
from time to time and the interval between two job generations is
exponentially distributed. The lengths of the jobs are considered as
a random integer within the range [1000, 10000] sampled from a
uniformdistribution and the duration from the time instance of job
generation to its deadline is uniformly distributed as well. Also the
computational capacity of providers is normally distributedwithin
the range [10, 100]. For a fair comparison, the reserve price and
maximum price for all providers is considered as 2 G$ /MIPS and
6 G$ /MIPS respectively. The budget allocated to each job Ji is set
according to Eq. (10). Also in our experiments, we setα = β = 0.2,
σ = 5.0, and λ = 0.6.
bi = rand(3, 5)× li. (10)

5.1. Experiment 1

In this experiment we investigate the impact of α, β , σ , and λ
on scheduling performance. We used the failure rates of jobs as
metric which is the ratio of the number of jobs that miss their
deadlines to the number of jobs that submitted to the grid. Table 1
shows the failure rates of jobs based on different values of α, β ,
σ . As can be seen in this table, our proposed method performs
best where α = β = 0.2, and σ = 5.0. When α, β are 0.2,
the consumer maintains a low bid value until the number of the
remaining resources and the remaining time for biding gets close
to zero (see Fig. 2). On the other hand σ = 5.0 means that the
provider requests a high value until theworkload gets close to zero
(see Fig. 3). Based on this strategy, consumers try to perform their
jobs with a low cost and providers try to rent their resources with
high values. Therefore only consumerswhichhavehigh risk tomiss
their deadlines bid more values and consequently the failure rates
of jobs decreases.
Table 2 shows the failure rates of jobs based on different values

of λ. When λ = 1 only the remaining resources constraint is
considered and when λ = 0, only the remaining time constraint
is considered. In this table we can see that if both parameters are
taken into account (for example λ = 0.5), the failure rates of jobs
can be decreased.

5.2. Experiment 2

For investigating the efficiency of the presented method, we
compare it with first come, first served (FCFS), shortest job first
(SJF), earliest deadline first (EDF), and Incentive-Based (IB) [5]
schemes. The first three are straightforward, easy to implement,
and often taken as default policies in scheduling systems. For
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Table 1
Failure rates of jobs based on different values of α, β , and σ .

System load α = β = 0.2 α = β = 1.0 α = β = 5.0
σ = 0.2 σ = 1.0 σ = 5.0 σ = 0.2 σ = 1.0 σ = 5.0 σ = 0.2 σ = 1.0 σ = 5.0

0.2 00.00% 00.00% 00.00% 00.00% 00.00% 00.00% 00.00% 00.00% 00.00%
0.4 00.00% 00.00% 00.00% 00.00% 00.00% 00.00% 00.00% 00.00% 00.00%
0.6 00.00% 00.00% 00.00% 00.00% 00.00% 00.00% 00.00% 00.00% 00.00%
0.8 06.69% 04.86% 04.18% 07.01% 05.79% 05.60% 07.65% 07.23% 06.11%
1.0 16.21% 14.37% 13.89% 16.86% 14.79% 14.47% 17.96% 15.74% 15.33%

Table 2
Failure rates of jobs based on different values of λ.

System load λ = 0.0 λ = 0.5 λ = 1.0

0.2 00.00% 00.00% 00.00%
0.4 00.00% 00.00% 00.00%
0.6 00.00% 00.00% 00.00%
0.8 08.23% 05.18% 06.05%
1.0 19.52% 14.74% 16.46%

implementing these three algorithms we assume that at the
beginning of the simulation we know the deadline and the time
of submitting each job to the grid. In the FCFS algorithm, the jobs
are sorted by their arrival time, in the SJF, the jobs are sorted by
their length, and in the EDF algorithm the jobs are sorted by their
deadline. Then each job is dispatched to the resource that can per-
form it within its deadline. In thesemethods, in the case there is no
resource that can perform the job within its deadline, the system
removes that job. Also if there is more than one candidate resource
for performing the job, then one of themwill be selected randomly.
The Incentive-Based scheduling (IB) scheme utilizes a peer to peer
decentralized scheduling framework and can be used in market-
like computational grids [5]. In this method for performing the job
in the grid, the consumer submits a job announcement to the grid
environment, and the job announcement is broadcast to all the
providers. Upon receiving a job announcement, each provider esti-
mates whether it is able to meet the deadline of the job. If yes, the
provider sends a request that includes the price for executing the
job to the consumer. After waiting for a certain time, the consumer
processes all the requests and chooses the provider who charges
the least, and sends the job to the selected provider. The provider
who receives the job inserts it in the job queue based on a local
scheduling algorithm and when the job is finished, sends the re-
sults to the consumer.We compare these schedulingmethodswith
ours on the three evaluation criteria: successful execution rate, re-
source utilization rate, and fairness deviation [5].

5.2.1. Successful execution rate
Successful job execution means that a job is performed within

its deadline. In order for users to perform their computational
intensive tasks in grid and be willing to pay for that, they should
make sure their tasks will be performed within the deadline. The
more successful execution rates in the grid, the more users are
motivated to perform their tasks through the grid. The successful
execution rate can be obtained using Eq. (11).

θ =

n∑
i=1
ρi

n
where, ρi =

{
1 if T iC ≤ di
0 else. (11)

where T iC denotes the completion time of job Ji. As shown in
Fig. 4, the proposed method outperforms others over successful
execution rate. The reason is that in our proposedmethod, the tasks
with more remaining time and remaining resources for bidding
typically bid a low amount. As time passes and the remaining
time and remaining resources decrease, they will increase their
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Fig. 4. Comparison of successful execution rate between our method and others.

bid value. Consequently, the tasks with a shorter remaining time
and fewer remaining resources for bidding can win in the auction
with a higher bid values and can perform before their deadlines.
In fact, this is similar to the EDF method with the main difference
being that in this method both the remaining time and remaining
resources for bidding are considered.

5.2.2. Resource utilization rate and load balancing level
The resource utilization rate defined as the percentage of time a

resource is busy executing jobs. In order for the grid resources to be
efficiently used, the grid manager should increase their utilization
rate to decrease their idle time. The resource utilization rate can be
obtained using Eq. (12).

uj =

n∑
i=1
(tei − tsi)× γij

T
where, γij =

{
1 if Ji allocated to Rj
0 else.

(12)

In (12) tei and tsi are the completion time and start time of job
Ji respectively. T in this equation is the total simulation time. The
average resource utilization rate u of all resources can be obtained
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Table 3
Load balancing level.

System load FCFS SJF EDF IB CDA

0.2 66.1% 65.6% 63.8% 97.8% 89.3%
0.4 74.5% 78.8% 74.1% 98.2% 94.4%
0.6 86.8% 87.4% 80.6% 99.2% 97.7%
0.8 91.8% 92.0% 85.0% 98.9% 98.5%
1.0 95.7% 95.0% 87.7% 98.6% 99.1%
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using (13), wherem is the number of resources.

u =

m∑
j=1
uj

m
. (13)

The load balancing level of the grid can be estimated using
(14) [23].

LB =
(
1−

d
u

)
× 100% where, d =

√√√√√ m∑
j=1
(u− uj)2

m
(14)

where d is the mean square deviation of uj. The most effective load
balancing is achieved when d equals zero and LB equals 100%.
Table 3 shows the load balancing levels for compared methods.

It is evidence that the IB and our proposed method have the
greatest load balancing level. Also we can see that in the compared
methods (except IB) an increase in system load leads to an increase
in load balancing level.
Figs. 5–9 show the balanced utilization of our method and

imbalanced utilization of EDF for system load 0.2, 0.4, 0.6, 0.8, and
1.0 respectively. In the presentedmethod, with the decrease in the
workload of each resource, its requested valuewill decrease and an
increase in theworkloadwill increase its requested value. Since the
users attempt to perform their tasks with a lower price, typically
the tasks are allocated to machines with lower workloads and
hence the resources will not remain idle. In addition, this causes
load balancing in the available resources.
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Fig. 7. Comparison of resource utilization between EDF and CDA with system load
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Fig. 8. Comparison of resource utilization between EDF and CDA with system load
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Fig. 9. Comparison of resource utilization between EDF and CDA with system load
1.0.

5.2.3. Fairness deviation
The fairness of the market means that each resource owner has

an equal opportunity to offer its resource and it can obtain a fair
profit according to its capability [5]. The fairness of the market is
an intensive metric for resource owners to stay in a grid and play a
role. A resource allocation scheme is fair if the fairness deviation of
resources is minimized. The fairness deviation of the grid system
can be obtained using (15).

σ = std_dev(∆1, . . . ,∆m) where, ∆j =
pj

/
m∑
l=1
pl

cj

/
m∑
l=1
cl

. (15)

In (15), pj denotes the profit of resource Rj. Fig. 10 shows the
comparison of the fairness deviation between our method and
other methods under different system loads. As shown in Fig. 10,
the fairness deviation of the IBmethod is less than otherswhile our
method obtains an admissible fairness deviation. In our proposed
method, the higher the computational capacity of the resources,
the shorter the execution time of the accepted tasks, and hence
on the basis of the proposed method, the lower the request value.
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Fig. 11. Mean price in different system loads.

Since the users look for cheaper resources, more tasks will be al-
located to resources with higher computational capacity. In other
words, each resource accepts the tasks according to its computa-
tional capacity compared to the other available resources. On the
other hand, to perform their tasks, the users will not spend their
entire budget and will pay for resources according to the market
price. This causes each resource to benefit according to its com-
putational capacity and consequently results in a decrease in the
fairness deviation.
In the IB scheme which was proposed in [5], each provider

has to know some global information about other providers (for
example the total capacity of providers) and the total length of
allocated jobs. Also there is a predefined globalmarket pricewhere
the providers have to set their price to it and they can increase
or decrease their price a little. This leads to a very small fairness
deviation, but obtaining this information in a real grid environment
is difficult.

5.3. Experiment 3

In this experiment, we show that the proposed framework
supports the supply and demand model [24]. In a supply and de-
mand model, prices change very often based on supply and de-
mand changes. Basically, when the demand increases or supply
decreases, prices are increased and when the supply increases or
demand decreases, prices are decreased accordingly. We investi-
gate the changes of pricewith different system loads. Fig. 11 shows
the mean of resource prices in different system loads. As shown in
Fig. 11, when the system load (demand) increases, prices increase
and when the system load decreases, prices decrease. This figure
shows that the presentedmethod supports the supply and demand
model.

6. Conclusion

A computational gridmust allow resource owners and resource
consumers to make autonomous scheduling decisions, and both
parties must have sufficient incentives to stay and play in the grid.
In this paper, we proposed a continuous double auction method
for grid job scheduling. We developed two agent types: provider
agents and consumer agents that are responsible for autonomous
decisionmaking on behalf of the resource owners and the resource
consumers respectively. Each provider agent determines its bid
value based on its workload and each consumer agent determines
its bid value based on two constraints the remaining time for bid-
ding and the remaining resources for bidding. Experimental results
clearly illustrate that the proposed method is efficient and inten-
sive for both resource owners and resource consumers.
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