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Abstract 
 

Both simulated annealing (SA) and the genetic 

algorithms (GA) are stochastic and derivative-free 

optimization technique. SA operates on one solution at 

a time, while the GA maintains a large population of 

solutions, which are optimized simultaneously. Thus, 

the genetic algorithm takes advantage of the 

experience gained in the past exploration of the 

solution space. Since SA operates on one solution at a 

time, it has very little history to use in learning from 

past trials. SA has the ability to escape from any local 

point; even it is a global optimization technique. On 

the other hand, there is no guarantee that the GA 

algorithm will succeeded in escaping from any local 

minima, thus it makes sense to hybridize the genetic 

algorithm and the simulated annealing technique. In 

this paper, a novel genetically annealed algorithm is 

proposed and is tested against multidimensional and 

highly nonlinear problems: Fed-batch fermentor for 

Penicillin production, and isothermal continuous 

stirred tank reactor CSTR. It is evident from the results 

that the proposed algorithm gives good performance. 

  
1. Introduction 
 

The dynamic optimization of fed-batch bioreactors 

is a very challenging problem due to several reasons. 

First, the control variable (feed rate) appears linearly in 

the system differential equations, so the problem is 

singular, creating additional difficulties for its solution 

(especially using indirect methods). For this type of 

problems, the optimal operating policy will be either 

bang-bang, or singular, or a combination of both. 

Second, most bioprocesses have highly nonlinear 

dynamics, and constraints are also frequently present 

on both the state and the control variables. These 

characteristics introduce new challenges to the existing 

solution techniques, as it will be discussed below. 

Therefore, efficient and robust methods are needed in 

order to obtain the optimal operating policies.   

The well-known numerical optimization methods 

[2], [3], [4], [5], [6], [7], [8], [9], [10] of nonlinear 

programming do not always lead to acceptable 

solutions in practical problems, often becoming 

entrapped in local minima instead of yielding global 

solutions.  

In contrast, many stochastic methods can locate the 

vicinity of global solutions with relative efficiency [1], 

[11], [19], but the cost to pay is that global optimality 

can not be guaranteed. However, in practice we can be 

satisfied if these methods provide us with a very good 

(often, the best available) solution in modest 

computation times. Furthermore, stochastic methods 

are usually quite simple to implement and use, and they 

do not require transformation of the original problem, 

which can be treated as a black box [12], [13], [14], 

[15], [16]. It has been widely confirmed [1], [11], [19] 

that real-number encoding performs better than binary 

or Gray encoding for function optimizations and 

constrained optimizations. Real-coded GA is faster, 

require low memory, has high precision, however there 

is  no guarantee that it could succeeded to escape from 

local optimum.  

The name and inspiration come from annealing in 

metallurgy, a technique involving heating and 

controlled cooling of a material to increase the size of 



its crystals and reduce their defects. The heat causes the 

atoms to become unstuck from their initial positions (a 

local minimum of the internal energy) and wander 

randomly through states of higher energy; the slow 

cooling gives them more chances of finding 

configurations with lower internal energy than the 

initial one. 

In the genetic algorithm, each new individual is 

constructed from two previous individuals, which 

means that in a few iterations, all the individuals in the 

population have a chance of contributing their good 

features to form one super-individual.  

So, GA adds the experience learned while SA has 

the high probability to escape from the local optimum, 

thus it makes sense to hybridize the two algorithms. 

The new devised algorithm is presented in Section 2. 

Section 3 covers results and computer simulations 

followed by conclusion towards the end.  

 

2. Algorithm 
 

The proposed algorithm starts with Initial random 

generation, then mark the best individual, start the 

annealing process, and then replace the best one, with 

the output of the annealed process, then do crossover, 

and continue until the stopping criteria is met. The 

notion of annealing the best chromosome is pretty good 

by logic, since we try to eliminate the effect of the best 

chromosome to direct the search toward that solution 

“usually it is the local one”, and start to anneal it to 

find the stable solution “global”.  Also, annealing the 

best solution helps in exploring new areas of search 

space. The proposed algorithm is as follows: 

 

step [1] Create Initial population that contains the 

candidate solutions in Phenotype form. 

step [2] Evaluate the fitness function for all 

individuals 

step [3] if < stopping criteria not met > do 

i. Selection 

ii. Choose suitable Crossover 

iii. Choose the best individual, mark it,  Then start 

annealing, (replace the best one with the   

annealed) 

iv. Generate new population 

v. Go to step 2, otherwise Exit 

 

The Glauber algorithm [18] accepts all moves with 

the following probability: 
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So here an improving move may be rejected. This leads 

to a search that is well diversified, so it will come 

closer to a global optimum, but may take longer than a 

Metropolis-based search, which is more likely to find a 

good solution quickly. 

The core of the proposed algorithm is the real-

coded GA. So, the algorithm requires low memory to 

run, has high precision, and it is faster than binary 

coded GA. Also the algorithm does not have mutation 

operator. Annealing the genetic algorithm helps 

reducing the number of chromosomes and the number 

of generations required to converge. 

 

3. Experimental Results 
 

To judge the performance and efficiency of the 

proposed technique, two real world problems are 

selected.   

 

3.1.  Optimal Control of a Fed-batch fermentor 

for Penicillin Production 
 

A model of a fed-batch fermentor for the 

production of Penicillin [20] is illustrated in Figure 1. 

The objective function is to maximize the amount of 

Penicillin produced using the feed rate as the control 

variable.  

 

 
 

Figure 1. Fed-batch penicillin fermentor  
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where 1x , 2x , and 3x  are the biomass, penicillin and 

substrate concentration, and 4x  is the volume.  The 

initial conditions are:  Ttx ]7005.1[)( 0 = . The 

upper and lower bounds on the state variables are 

  

400 1 ≤≤ x  

250 3 ≤≤ x  

100 4 ≤≤ x  

(8) 

The upper and lower bounds on the feed rate are  

500 ≤≤ u  (9) 

The parameters setting of the proposed algorithm is  

random function, Glauber Accepting function ,  

number of cycles equal to 2, Maximum Annealing 

Temperature max 100T = , Frozen Annealing 

Temperature = 94, Annealing Schedule 0.95λ = . The 

number of chromosomes used is 20, number of 

generation is 30. When applying the suggested 

technique with penalty to the fermentor problem at 

hand, it gives performance index equal 

to 83.1827J = , and the optimal control 

vector 11.3190u = , for 132ft h= . The biomass, 

penicillin and substrate concentrations, and the volume 

are depicted in Figure 2.  

 
Figure 2. Penicillin production fermentor states 

 

The effect of annealing can be shown by plotting 

the best feed rate  before and after annealing in all the 

30 generations, from the Figure 3,  it is evident that the 

annealing tries to reduce the effect of the best point and 

try to reduce the speed of convergence “may be “ to 

local optimum.  

It is evident that the suggested technique never 

losses the best point and it is always seeks the best 

point until it reaches it and never forget. The 

convergence of the proposed algorithm is observed 

though plotting the first generation with generation No. 

15, and Generation No. 15 against generation No. 25, 

please see Figures 4 and 5. 

 
Figure 3. Annealing effect  



 
Figure 4. Generation no. 1 against generation no.15 

 
Figure 5. Generation no. 15 against generation no. 25 

 

The Zoom in view of the all chromosomes values in the 

last generation show that most of the chromosomes in 

the last generation are succeeded to find the optimal 

value of the control vector, see Figure 6. The best 

performance index for each generation is illustrated in 

Figure 7. 

 
Figure 6. Zoom in picture of the last generation 

 

 
Figure 7. Best PI in each generation 

 

3.2.  Isothermal Continuous Stirred Tank 

Reactor (CSTR) 
 

The system equations are [17]:  

 

3612111 0.236.170.6 uxxxxqxx −−−=&                (10) 

 

3221212 0.1466.17 xxxxqxux −−−=&     (11) 

 

32323 0.73 xxqxux −−=&  (12) 

 

542144 3.512.35 xxxxqxx −+−=&  (13) 

                   

543255 3.510.219 xxxxqxx −+−=&  (14) 

                                                   



3615466 0.236.102 uxxxxqxx −+−=&  (15) 

 

36177 0.46 uxxqxx +−=&  (16) 

Where  

210.6 uuq ++=  (17) 

and the performance index to be maximized is   
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The initial starting point )0(x  is the vector 

(0.1883, 0.2507, 0.0467, 0.0899, 0.1804, 0.1394, 

0.1046) and the controls are bounded as 

follows 200 1 ≤≤ u , 60 2 ≤≤ u  and 40 3 ≤≤ u . This is 

a 7-dimensional system with 3 control parameters and 

would appear to be a severe test for the suggested 

algorithm.  

 

 
Figure 8. States of CSTR (30 generations) 

 

The parameters setting of the proposed algorithm is  

random function, Glauber Accepting function ,  

number of cycles equal to 5, Maximum Annealing 

Temperature max 100T = , Frozen Annealing 

Temperature = 60, Annealing Schedule 0.95λ = . The 

performance index equal to 19.0524,  u1 equal to 

12.0493, u2 equal to 5.2467, and u3 equal to 0.6674. 

The 7 states are depicted in Figure 8.The best 

Performance index in each generation is illustrated in 

Figure 9 and the annealing effect is depicted in Figure 

10. 

 

 
Figure 9. Best PI in each generation 

 
Figure 10. Annealing effect  

 

4. Conclusions 
 

The proposed genetic annealing algorithm 

succeeded in reducing the number of chromosomes, 

number of generations and is also able to reduce the 

effect of premature convergence to a certain extent. In 

addition, there is no mutation parameter used. The 

suggested algorithm takes the advantage of the real-

coded GA; benefits from the experience, and the 

advantage of SA; the ability to escape from local 

optimum. The application of the proposed algorithm 

using the highly nonlinear and multidimensional case 

studies shows that the algorithm performed very well. 
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